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Why needs Cloud Computing

01 Big Datal
= A collection of data sets so large and complex that it becomes
difficult to process using on-hand database management tools or

traditional data processing applications.

Q
wresources cloud =10
>‘SAN technol 0gy NAS B2

ru voluur;:l QQ
T data BIG da?tasfgmu &
EX:In 2012, every day 2.5 quintillion - fc
(2.5x10%°) bytes of data were created. LS DATA

Y amount visualization
anal ySIS“

col Ie

captu

= Definition: Big data are high volume, high velocity, and/or high
variety information assets that require new forms of processing
to enable enhanced decision making, insight discovery and

process optimization."

6 © Copyright, Ben-Jye Chang, Ph.D.
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Why needs Cloud Computing

Big Data Market Forecast, 2012-2017 (in SUS billions)

NTH VOLUME TREND —
14 MONTH GROWTH

» GLOBAL MENTIONS OF
“BIG DATA” IN ENGLISH

> COLLECTED FROM ALL
SOCIAL MEDIA CHANNELS

MARCH ‘09 MARCH 10 MARCH ‘12

BASELIN

VISIBLE INTELLIGENCE

7 © Copyright, Ben-Jye Chang, Ph.D.
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Why needs Cloud Computing

01 Big Data: some examples

Big science: The Large Hadron Collider experiments represent about

150 million sensors delivering data 40 million times per second.
Science and research: collecting astronomical data, amassed more than

140 terabytes of information.
Decoding the human genome

Government: Big data analysis played a large role in Barack Obama's
successful 2012 re-election campaign!
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Need gigabit rate wireless netwo;king

LTE-A, LTE, 802.11ac, ...
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Why needs Cloud Computing

0 10 reasons to consider the cloud computing
1. No need to worry about upfront costs.
> No need to worry about upgrades, patches or staffing resources.
5. No need to worry about security (backups).
+. No need to hire or train IT personnel.
5. No need to worry about long deployment times.
6. No need to worry about scalability.
7. No need to worry about unknown service fees.
s No need to worry about data accessibility.
o No need to worry about time to value.
10.  No need to worry about managing your technology.

Heavy & Difficulty

10 © Copyright, Ben-Jye Chang, Ph.D.



Group oF MoBILE coMPUTING & VWIRELESS NETWORKING 7>

What is Cloud Computing

01 Cloud Computing - is a colloquial expression used to describe a variety of
different computing concepts that involve a large number of computers that are
connected through a real-time communication network (Internet).

o Cloud Computing aims to...

= Provide easy, scalable access to computing resources and IT services on-line,
instead of building your own IT infrastructure.

= Rent the storage, computing power and applications from the provider.

11
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What Is Cloud Computing (cont.

I . U V4

Benefits of Cloud ...

[N

Telematics Roaming

. Flexibility

. Disaster Recovery

. Automatic Software Update
. Capital Expenditure Free

. Work from Anywhere
. Security

. Competitiveness
10. Environmentally Friendly

© O N O U~ WN

Increased Collaboration

Document Control

OificE 365

- TR ]_](Jrnrpﬂr,\q

Technology and Application 12 © Copyright, Ben-Jye Chang, Ph.D.
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Service models

01 Cloud computing providers offer their services according
to several fundamental models:

= Infrastructure as a Service (laaS)

= Platform as a service (PaaS) Web broa-*.rﬁer.{:rrlzuoobli.llfegzlltehigE:ﬁent, terminal
= Software as a Service (SaaS) Srmulston
In 2012, Network as a Service : @
(NaaS) and Communlcatlon as a ::jL CRM,Emeil,virtueﬁ:iaefhip,communicetion,
Service /(‘QQQ\ were OffICIa”y < gemes, ...
E PaaS

mcluded by ITU (International
Telecommunication Union) as par
of the basic cloud computing
models.

Execution runtime, database, web server,
development tools, ...

laas

Virtual machines, servers, storage, load
balancers, network, ...

Infra  e=—t

sbructure

13 © Copyright, Ben-Jye Chang, Ph.D.
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v @
0 In the most basic cloud-service model, providers of laaS offer computers -

physical or (more often) virtual machines - and other resources.

01 To deploy their applications, cloud users install operating-system images
and their application software on the cloud infrastructure. In this model, the
cloud user patches and maintains the operating systems and the application

software.
Uy U 2 2}
/IaaS providers: ) BEE DE g
Amazon EC2 o
Google Compute Engine| | rees T —
Azure Services Platform | | reeces - Lo mmm -

HP Cloud . . . S— - ~

Integration with VM
Infrastructure-Abstraction Layer | Technologies
Network Storage Compute
Abstraction Abstraction Abstraction

@« G =
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(PaaS)

In the PaaS model, cloud providers deliver a computing platform typically
Including operating system, programming language execution environment,

database, and web server.

Application developers can develop and run their software solutions on a
cloud platform without the cost and complexity of buying and managing
the underlying hardware and software layers.

~

PaaS providers:

AWS Elastic Beanstalk

Google APP Engine

Cloud Foundry

Windows Azure Cloud Services

- Y,
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(SaaS

01 In the business model using software as a service (SaaS), users are
provided access to application software and databases. Cloud providers
manage the infrastructure and platforms that run the applications.

01 Cloud users do not manage the cloud infrastructure and platform where the
application runs. This eliminates the need to install and run the application
on the cloud user's own computers, which simplifies maintenance and
support.

1 Cloud applications are different from other applications in their scalability -
which can be achieved by cloning tasks onto multiple virtual machines at
run-time to meet changing work demand.

f SaaS providers: \
Google APP
Microsoft Office 365
Petrosoft
GT Nexus. ..

\ %

16 © Copyright, Ben-Jye Chang, Ph.D.
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laaS vs. PaaS vs. SaaS

Application
Data

Application
Data

Application

Data

You Manage

Runtime

- - =
Runtime Runtime = o
Middleware Middleware IE Middleware |
0[]
0S oS 2 0S o
T | < — , = , . - <
Virtualization |ERM Virtualization }=3 Virtualization <
o0 D
Servers 8 Servers 3 Servers §_
._.E' o Q
Storage 3 Storage g Storage
Networking |EMM~ Networking Networking
|AAS PAAS SAAS
Infrastructure Platform Software

as a Service as a Service as a dervice
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Four Trends of Big Data in CC

0 T1. Big Data Will Transition From Hype to
Actionable Insights (to realize applications)

0 T2. Traditional Companies Will Derive Revenue
($) From Data

0 T3. Visualization Tools (VM/Data Center) Will
Become Essential Enterprise IT Investments

01 T4. More Companies Will Implement Machine
Learning (Sensors/Vehicles/Smart Machine) and
Predictive Analytics

5/23/2014 18
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LTE-A

SubChannel

(b) LTE Mode

4 Frequency
SF,ka
] 1
: W :
B
3 e
= 16
2 )
Ny “HEN . ,
= 128
L]
=
- —» 256
OFDM symbol 1slot «—j T'm§ i
— 1 subframe ——— A
— 14 OFDM symbol
Reference Signal | |.in code

O :Control Signal
] :Resource element

[ :Resource Block

Bl :antenna port 0
[J:antenna port 1
B :antenna port 2
[ :antenna port 3

Rate, r¢
256R

128R
16R

2R

1R

_
LTE
,’/C
Base Station O/OE ji@
Max.Network Speed
>1 Gbps : O Freec
(8x8 MIMO) —
spatial multiplexing
345 Mbps T
(4x4) \l_
86.4Mbps —+
14.4 Mbps -
2.048Mbps -1
P J ) 2G
3G 3.75G 3.9 4G
WCDMA HSPA LTE LTE-A
5/23/2014 19



Group oF MoBiLE coMpUTING & VWIRELESS NETWORKING 7>

UMTS System (VSF-OFCDM)

71 the OVSF code tree has heiaht K. A channelization code of level is

T F
denoted as Csfk,i C256,250 — V128125 " V2.2
spread in the time and frequency domains
time domain code frequency domain code

the spreading factor of level k l/ ¢ i =i—(i,-1)2“"
~—_ T F
= YT ml 250 (125—1)2" =

“SAl Sfi bl STRAP
L . i the frequency domain code index of the level k,
the channelization code index of level k

the time domain spreading factor of level k the frequency domain spreading factor of level k,
the time domain code index of the level k o Rater, Ki =k—k +1
’ 12k » Tk

1 1 256R Q_8+1=2
/ / 2 2 128R

@”’/ \o s

sfk =125

AR& &A& AR ==

;
sfk =250 = Ciog s X Cz 2«— kaf dr=1

Code state
QO Freecode @ Blocked code @ Allocated code T The time domain code
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UMTS System (VSF-OFCDM) (cont.)

L]
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- Antenna diversity
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LTE System
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{b) LTE Mode

4 Frequency

=

SubChannel
12 subcarrier

ubcarrier

O

[ :Control Signal

[:Resource Block

HﬁDM symbol
1 subframe «——

«— 14 OFDM symbol
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Reference Signal
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[ :antenna port 3
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LTE System (cont.)
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Issue

0 UMTS system
= high packet loss rate.
= high bandwidth waste rate,
= not consider user area

0 LTE system

m Suffers from unbalanced loads and unfair bandwidth utilization.

Single Code
Request : 33R

Waste rate : 31R

5/23/2014

Max.Network Speed
Code state
>:|_(§5Ib-:pﬁ)de‘@ Blocked code @ Allocated code T The time domain code
(8x8 MIMO)
T
14.4 Mbps -1
UMTS
24
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Rate, r¢ SF, sfx

256R
128R
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16R

1

2

4
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Related Works

01 The code allocation algorithms of the VSF-OFCDM scheme can be
classified into three types:

= the allocations of 2D-based single code [13], [14]
01 2D-single Disadvantage

. ) they suffer from wasting the
= single code [15]-]21] bandwidth when the request data

0 CF rate does not meet the data rate of
0 LM a channelization code of the VSF-
OFCDM code.
= multicode [22]-[29], [38]
- 3GPP MS Disadvantage
N the most important process in t.”‘e multicode allocation is to
0 AVES partition the required data rate of a new incoming connection

according to the residual radlo resources

= Disadvantage
1 not consider user locale.

5/23/2014 25
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Motivations & Goals

1 Motivations

= This paper proposes an Adaptive Radio-resource Allocation (ARA)

01 the LTE and UMTS interfaces according to the conditions of a mobile
node

O Goals

= An efficient radio resource management required
1 maximize reward
1 balance loads
1 minimize bandwidth waste rate

5/23/2014 26
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etwork model

UMTS-LTE

A

L

:use LTE Service
:use UMTS Service

:Base station

5/23/2014
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ARA Approach

01 This paper proposes an Adaptive Radio-resource Allocation (ARA)
approach for managing radio resource in the next generation high-

speed cellular communication. The ARA approach consists of three
main phases:

= Phase 1: the Loads of UMTS and LTE Determination Phase (LDP)

= Phase 2: the connection Admission control and Classification Phase
(ACP)

Goal: maximize the interface reward and to minimize the interface overhead

= Phase 3: the Dynamic resource Allocations of UMTS and LTE Phase
(DAP)

Goal: guaranteeing the QoS and achieving BS’s loads balancing

5/23/2014 28



Phase 1. The Loads of HSDPA and LTE
determination Phase (LDP)
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Y(axr)

Phase 1: the Loads of UMTS and LTE R
Determination Phase (LDP) S

Phase 2. The connection Admission
control and Classification Phase (ACP)

A, Connection Adnission Contral (CAC),

0 Lowrs is comp o et and the
| |t S Allocate
total capacity B o5
= []:160AM
E [ :640AM | {51 of
O

Recap:60RB inelization codes

system loac
-

SubChannel

e - +100% = 0.390625%,

1vsubframe

lllll

0 Ly is formulated acﬁdmg to the aLIocaEed BaBS and the total
number of RBs offered by the LTE mode

f Frequency . Resource Block

16R
Allocate Q 5 16 )
I -apsk
[ :160am
[l :640am

=125

\ Q}% 2:R
o& 5 E i# % 100% =18.33%,

(3]
c
c
@©
£
(&)

Recap:49RB
TE

SubChannel

h
R Csfk =250 — = Cog15 % Cz 2« kaf g =1

Time
1 subframe Code state

| | O Freecode @ Blocked code @ Allocated code T The time domain code
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Phase 2: The connection Admission control

and Classification Phase (ACP)

1 Connection Admission Control (CAC)

= capacity-based

01 Connection Classification (CC)

Phase 1. The Loads of HSDPA and LTE
determination Phase (LDP)

£
Yla2R)
L =*-°_1P_R_'.10|}3;

.
L = et 1008,

NRB
|
¥

Phase 2. The connection Admission
control and Classification Phase (ACP)

mection Clasification (CC),

= 1) the interface loads of the eNodeB ( Lyrs and L ¢ ).

= 2)the reward ( I'y) of the required traffic class (M),
= 3) the velocity (Vi ) of mobile node 1.

5/23/2014
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Phase 2: The connection Admission control g

and Classification Phase (ACP) (cont.)

0 First, if both loads, Lyys and Lie , of the eNodeB are all below or all above
their individual thresholds,

S s
L e <Ll Lomrs < Lomrs

S S
I_LTE 2 I_LTE I‘UMTS = LUMTS

1 the eNodeB determines the communication interface by using the factors of
mobile node velocity (V; ) and the carrying reward (" ).

5/23/2014 31
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Phase 2: The connection Admission control
and Classification Phase (ACP) (cont.)

1 ACP allocates LTE to a new connection if the carrying reward of using LTE

is larger than that of using UMTS (i.e., " >1 ), or the mobile node is with
a high speed (e.g., v, >v° ). Otherwise, ACP allocates UMTS to the new

connection.

UMTS-LTE

< Vpeed =120(km/ hr)@
request

‘ | TUMTS TLTE

Lo L

:use LTE Service
:use UMTS Service

:Base station

S

5/23/2014 32
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Phase 2: The connection Admission control
and Classification Phase (ACP) (cont.)

1 ACP allocates LTE to a new connection if the carrying reward of using LTE

is larger than that of using UMTS (i.e., " >1 ), or the mobile node is with
a high speed (e.g., v, >v° ). Otherwise, ACP allocates UMTS to the new

connection.

UMTS-LTE
vSIEed =70(km/hr) m
request
Vlspeed"\i ‘1' Tows Ture
|<— A
Luwrs Lie

:use LTE Service
:use UMTS Service

:Base station

S

5/23/2014 33




Phase 2: The connection Admission control

and Classification Phase (ACP) (cont.)

01 Second, if only one interface exceeds its threshold, ACP allocates

another interface to the new incoming connection.

UMTS-LTE

S S
I‘LTE < I‘LTE LUMTS 2 LUMTS
S
I_LTE > I_LTE LUMTS < LlSJMTS

:use LTE Service
:use UMTS Service

:Base station

5/23/2014
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Phase 3: the Dynamic resource Allocations of

UMTS and LTE Phase (DAP)

BPSK: May/data rate acoie:/R
Mdatar of a cod# 2R
16-QAM: Max; data rate of a gode: 4R'

64-QAM:Avax data ra e/m‘/a code: 8R
: 7 10 1

Code state level, k SF, sfy
O Freecode @ Blocked code @ Allocated code T The time domain code T ) )

O O 5 16

QO O X data rat&of a code: 8R O 6 32

() ) ) () ) o O 7 64
ONONONOHONORONONONONO e"‘ OO OO OO OO 8 12
.‘..‘. .‘..‘. .‘..‘. .‘..‘. .‘..‘. .‘.lsl"t'l’ﬁ‘ﬂ [axXdatapate Pﬂﬁﬂﬂﬂaﬁ f'& {N ‘. ‘. .‘..‘. .‘..‘. .‘.0‘. 9 256
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Phase 3A. The Dynamic Resource Allocation of UMTS

Phase 3: the Dynan
UMTS and LTE Pha:

o UMTS Resource ,
=« Step 1. The AN

= Step 2. The le
I

BPSK
QPSK

Step 0, Initial
A} ¢
Gapll @
G t¢
CAND{} o,

l

Step 1. The AMC scheme (area) determination

¥

Step 2. The multicode partition

A = w2 Binm)

e Seep 3 Repect

k

Step 3. Determine all 21) combinations of all codes in A}

5/23/2014

Step 3.1 Determine all combinations of a free code
Step 3.2 Check the number of candidates
Step 3.3 Check the channel load of the selected code

Step 3.4: Recombine the 2D spreading of the selected code

¥

Step 4. Cost-based code assignment

Phase 3A. The Dynamic Resource Allocation of UMTS

| Step 0. Initial
I A4,

I Goapl} 0
|: G..0<¢

| CAND{} e ¢

A < 8R

A< m2Bin(m)
]

: K=0100|0_|

Recursive multicode

partition algorithm l I

Split( 4 )

Goto Step 3 Reject

|i Step 3.1 Determine all combinations of a free code
|| Step 3.2 Check the number of candidates
|| Step 3.3 Check the channel load of the selected code

|| Step 3.4: Recombine the 2D spreading of the selected code

|: |

I| Step 4. Cost-based code assignment




>
Phase 3: the Dynamic resource Allocations of

UMTS and LTE Phase (DAP) (Cont_) Step Y Determine all 2D combinations of all codes in Af )

Step 3.1 Determine all combinations of a free code

Step 3.2 Check the number of candidates

Step 3.3 Check the channel load of the selected code

Step 3.4; Kecombine the 20D spreading of the selected cnde

01 Consists of four processes: S ——
1. to determine all combinations of a free channelization code
2. to check the number of candidate
5. to check the channel load of the selected code
2. to recombine the 2D spreading of the selected code.
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Step3.1 Determine all combinations of a

froo channalizatinon ~nde
T N\ JTICATINTINOGCITZLZCARLIVUIIL s UUAL

code that is in A{ }

71 a lower channel load are then selected as the candidates based on

two factors

= the combination with the largest frequency spreading factor
= the time domain code should not have a high channel load

Code state

QO Freecode @ Blocked code @ Allocated code T The time domain code

level, k SF, sfy

%
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Step3.1 Determine all combinations of a

e dbdbdtdodbdt ddb dbdb ddbdbdbdods Sodbdbdidbdb ddb b ddbdedibdb

channelization codes, the combinations are prioritized into two groups
according to the low and high thresholds of a channel load.

CLy ;, <CL

ke o sfy, . Low

0.375

Cl—sfk ,Low S CL < CLsfk ,High

St e

CL > CL

sfkt A sfkt ,High

0.75

GHIgh{ } & Cka ,i = CT * C F QPSK, R=1/2

GLow{ }<_ Csfk i

re-combination

Code state

QO Freecode @ Blocked code @ Allocated code T The time domain code

10°

345 8o dbdbdbdbd: ol b Qoo bbb ddbdbdbdbdb dbdb dbdb dbdb dodbdbdbdbdb ddbdbdb dbdbdbd:

Antenna diversity

S Sficq It
10" |

C. .-Ci

S Sfie 0

Average PER

10°

10°

SF = SFrimeX SFrreq
—o— 16x1
- 4x4
—— 2x8
—=— 1x16

# of paths of fading channel : 12
Delay spread : 0.34ps

Max. Doppler frequency : 20Hz
Average receiving E /N, : 7dB

0 0.2 0.4 0.6

4,1

0.8 1

16 Channel Load Cmux | SF

CLA = = 025 e

level, k SF, sfy

Z
O

O O

O O O 0
ooo‘oo‘ooozz
S A A /)
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o e o o T B s B S T D T
1 Step3.2 Check the number of candidates
= After performing Step 2 and Step 3.1, the number of candidates is at least one.

If the size of the candidate set is equal to one, only one optimal 2D spreading
exists

1 Step3.3 Check the channel load of the selected code

= The system checks whether the channel load of this combination exceeds the
high threshold or not

Cly i >CLg 1igh
0.75 24
Code state CLy=—= 039344 level, k SF, sf;

O Freecode @ Blocked code @ Allocated code T The time domain code

T—

S
O
N
o

% O O 5 16
@, O 6 32

@ 7 @ 7 64

‘ xﬁ‘xf ‘ ‘ ‘. O ‘ 8 128

RAnT B Ak gfgggﬁ% .y AR B o D
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| T . i . ‘ .
100 - L ¥ L I v L L] I L L] L I L L] L I L L] L %
0 Step3.4 Rec - 4 code
" QPSK,R=1/2 - ) :
CL, - Antenna diversity { r=12
i _. a diversity
L ._ —.——
SF = SFrimeX SFireq
-1 —e— 16x1
1 10 3 E - 4x4
] Step 4 Cost L [ SF:SFTJ'mEMSFFreq ] = Gt
n- : + 16 X 1 : # of paths of fading channel : 12 E
Del d : 0.34
g’ B . 4 4 " MZ:stt:);::?er frequl;:u:y : 20Hz
] 2 B Average receiving E_/N, : 7dB
© i —— .
Q - 1% 16 : : :
> 1 0.3 2 04 06 08 1
< 3 . q Channel LoadGrux/ SF
[ # of paths of fading channjel : 12 annel L.oad/
. - Delay spread : 0.34us i
o( - \ 4 level, k SF, sf]
O Free code @ Blocked code @ I Max. Doppler frequency : 20HZ . Lk
Average receiving E_/N, : fdB
- 3 4
T /% 10-3 M M 2 [ | 5 = | | = & [ ] 5 2 [ ] = M 5 r 4 8
I
2 0 0.2 0.4 0.6 0.8 172 5 16
@, Z 6 32
5 0 o Channel LoadCmuxISF 7 |, &
G (AN ) ) ) A ) ) ) G ) 9 256
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Phase 3: the Dynamic resource Allocations of |
UMTS and LTE Phase (DAP) (COnt.) Phase 3B. The Dynamic Resource Allocation

of LTE

Step.| Determine user request and local.

O LTE ReSOU 'ce Al |Ocat|0n Step.2 Assign user request.

= A RB can adopt any type of AMC coding. Thus, the minimum and
maximum data rates of a RB are 144 Kbps (QPSK) and 3.456 Mbps
(64-QAM). i bearri bols) -A(bits / symbol

B} example :ijis:b;z:rrlers) 12(symbols) -1(bits / symbol)-10(TTs)-100

0 If a UE requires a 12R bandwidth. Then, the eNodeB can allocate 6 RBs
with the QPSK coding, 3 RBs with the 16QAM coding, or 2 RBs with 64QAM

coding.
+Frequency []: Resource Block
Allocate
B :opsk
[]:1604M
B E40am

Recap:49RB

k— Channel ———

SubChannel

>
Time

1 subframe
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Phase 3: the Dynamic resource Allocations of
UMTS and LTE Phase (DAP) (cont.)

01 the number of RBs needed for a 16R required rate under different
AMC modulations can be determined

16-144kbps  2304kbps
864kbps 864kbps

0 Although the eNodeB can allocate sufficient number of RBs for a
16R connection located in QPSK, it brings too much overhead and

ArnnvradAnc thAa cvictAarm revwvniAard AanAd intAavrfFanna itilizAatian

Kbps

(0] 21517¢ 5 Single antenna 1 144
16QAM 15 Single antenna 2 288

160QAM ¥4 i Single antenna 3 432

64QAM 1 Single antenna 6 864

64QAM 1 2 x 2 MIMO 12 1728

64QAM 1 4 x 4 MIMO 24 3456

0 For instance, we assume that MRB is set to 4. If a vehicle located at
the QPSK location requires 16R data rate, the incoming connection
will be rejected. The reason is the number of required RBs is 16 that
IS more than MRB

=2.666 ] 3RBs

I:\)RB
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Parameters for simulations

Network Model

Parameters

Walues

LTE Capacity [39]

UMTS Capacitv
Number of rake-combiners (NCS)
Total number of EBs
AMC coding schemes
Channel bandwidth
Mode load threshold (5)

sf

Time domain spreading factor. sf,

Spreading factor,

Frequency domain spreading factor, 7,

Low threshold of the channel load in time

- T
domain, CL ,,,

High threshold of the channel load in time
domain, ¢I”

345.6 Mbls
3.84 Mb/s=(256R)

1(single code), 2~8
1000 BBs

QPSK/16QAM(1/2)//64QAM(1)
20 MHz
0.6
1~256
4.16
1~64
0.375.if Y& >
0.5.if of, = sf,
0.75.if Ye > e

Traffic Model

., .High w, if sf; = sf;
The weight parameter of the exponential
: 0.85
smoothing model, &
Number of waffic classes (m) 16 (i.e., 1-16)
Average arrival rate (4 ) 2~22
Arrival rate (‘;II‘”‘) %1
Bandwidth request (b’”} m-1R
Average holding time (#) 1

5/23/2014
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Numerical results

0 A. The analysis of optimal threshold of load balancing
= FRL under different thresholds of load balancing

0.61

0.605 \\
0.6

4 0.595 — N "

Good k/‘\

0.59 T I | | |
NLB ARA IB 80 ARA IB 60 ARA B 40 ARA IB 20

Threshold

FRL
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Numerical results (cont.)

01 Fairness of different thresholds of the load balancing under various
arrival rates

0;5 B ARA NLB
g-.?, B ARA LB 80
% ?}'.g B ARA LB 60
& %.g m ARA LB 40
0.2 B ARA LB 20
0'?) 0O ARA LB O
\ 4 22
Good
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Numerical results (cont.)

ARA NLB

Good
A

Utilization

1
0.9
0.8

0.7 -
0.6 -

0.5
0.4
0.3
0.2
0.1

0

65%~77%
: 45%~70%
! ! E
04 &
0 o
A A~ M A N~NLM AN M A ONDN M ANNN Mo — Fairness
=) mwWM~ OO NS O 000 A~ O N O O om0
o A A A A NN NN NN N NN N
Times

ARA_LB_0

Good
A
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Utilization

1
09|WWWWWWNM 92%"‘98%
0.8 0.8
0.7
0.6 06 @4
v
0.5 g
0.4 ~ m
0.3 20%~33%
0.2
01 B 18%~23%
. LIC
M~ 0 — N~ e = @ QM — —UMTS
m o A~ 0O A ~ o o b
HHHHHHNNNNNMMMMnﬂn’Id‘d‘##-ﬂ-

——Fairness
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Numerical results (cont.)

0 B. Performance evaluations among different compared approaches

5/23/2014
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AVCS MAX
AVCS MIN
ARA_NCS8
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ARA_NCS6
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Numerical results (cont.)

o1 Total reward under different arrival rates

B ARA_NCS8
B ARA_NCS7
B ARA_NCS6
@ ARA_NCS5
B ARA_NCS4
0 ARA_NCS3
B AVCS

B 3GPP_MS
| CF

o LM

B 2D_single
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Numerical results (cont.)

V 4

AN

B ARA_NCS7
B ARA_NCS6
B ARA_NCS5
B ARA_NCS4
O ARA_NCS3

B ARA_NCS8

B AVCS_MIN

B AVCS_MAX

gle

@ 2D sin

1 Utilizations under different arrival rates and NCS
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Numerical results (cont.)

01 Bandwidth waste rate of all compared approaches under different

arrival rates

5/23/2014
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Conclusions

0 the ARA approach can maximize reward, balance loads, and
minimize bandwidth waste rate in 4G UMTS and LTE
Communications.

0 this paper thus proposed the Adaptive Radio-resource Allocation
(ARA) approach that consists of three phases:

= 1) the Loads of UMTS and LTE Determination Phase (LDP),
= 2) the connection Admission control and Classification Phase (ACP)

= 3) the Dynamic resource Allocations of UMTS and LTE Phase (DAP).

0 The first two phases: LDP and ACP efficiently achieve the load
balancing feature.
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